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Abstract-Automatic generation of sports highlights from 
recorded audiovisual content has been object of great interest in 
recent years. The problem is indeed important in the production 
of second and third division leagues highlights videos where 
the quantity of raw material is significant and does not contain 
manual annotations. Many approaches are mostly based on the 
analysis of the video and disregard the important information 
provided by the audio track. In this paper, a new approach 
that combines audio and video descriptors for automatic soccer 
highlights generation is proposed. The approach is based on the 
segmentation of the video contents into shots that are further 
analyzed in order to determine its relevance and interest. These 
video-shots are scored taking into account the fusion between 
different audio and video features. The paper is mainly focused 
to emphasize the importance of audio detectors that play a key 
role in the analysis and scoring of the video-shots. Specifically, a 
new algorithm for referee's whistle detection is proposed. The 
algorithm has been proven to be very robust and efficiently 
discriminates professional whistles against other types of noises 
such as public cheering-up, music instruments, etc. Several results 
have been produced using real soccer video sequences that prove 
the validity of the proposed audio and video fusion scheme. 

Index Terms-video highlights, content analysis, audio descrip­
tors, whistle detector, semantic detection, multi modal processing 
and fusion 

I. INTRODUCTION 

Sport video highlights consist in creating a short video 

that retains the most interesting parts of the original match 

while disregards those events that may be considered of low 

interest by the viewer. Generation of automatic highlights is a 

key application that may reduce cost and time for many TV 

stations and Internet content providers that need to generate 

sUlmnaries of sport events just a few minutes after the end 

of the match. In some cases, the sequences are annotated 

and summarized manually by journalists but this operation 

represents a laborious and exhausting task that is only feasible 

for very special events such as finals or top matches. In 

practice, recorded sport events are continuously produced and 

many of them correspond to second and third divisions leagues 

where the highlights have to be generated from the raw 

audio and video tracks, without using any manual annotations. 

Therefore, there is a need for developing automatic sports 
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highlights generation approaches and research in this area has 

been very extensively pursued during the last decade. 

Due to its extraordinary popularity in many countries, soccer 

is one of the most significant sports where video highlight 

generation is being applied. A variety of approaches have 

been presented in the literature. One strategy followed in 

[1] and [2] is to find those video-shots containing low-level 

graphics, text, TV logos, etc., which may indicate that an 

event of interest has occurred and that the shot should be 

inserted in the highlights. However, these approaches are not 

useful in the professional market since most TV broadcasters 

and Internet content providers are subscribed to clean-feed 

video signals that do not contain production graphics nor 

commentator channels. Another approach is to find a set of 

low-level video descriptors that are applied to the video-shots 

of the original sequence in order to detect some typical frames 

such close-ups, medium shots, field lines, goal posts, etc. 

These descriptors are applied to an expert system that selects 

those shots that will finally be inserted into the highlights. 

The expert system may be based on empirical rules such as 

in [3] or trained with statistical classifiers as in [4] and [5]. 

In all of these approaches most of the analysis is done in 

the video domain and only very elementary audio descriptors, 

such as power-level, are sometimes taken into account. In 

fact, audio analysis has been proven to be very effective for 

sport sununarization. A strategy based exclusively in audio 

features is proposed in [6] for selecting interest sport events 

in a personal video recorder. 

In this paper, a multimodal approach that combines several 

audio and video descriptors is proposed. The general pro­

cessing scheme includes all the elementary MPEG-7 audio 

descriptors plus more advanced detectors for tracking the 

evolution of the audio level inside a video-shot or between 

adjacent shots. Moreover, a novel and very efficient whistle 

detector is also proposed. The whistle detector is a very 

important indicator of the interest of an action of the game. 

Referees usually use the whistle in situations like faults, kick­

off goals, etc. 

This paper is mainly devoted to the audio analysis part of the 

proposed framework with special emphasis in the algorithm 

for detecting and discriminating the referee's whistle against 

other noises. It is divided in the following sections. Section 

II presents an overview of the overall system. The audio 
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Fig. 1. General scheme of the analysis and highlights soccer generator framework 

descriptors and detectors are explained in Section III. The 

main part of this section is devoted to the whistle detector 

algorithm. Section IV presents some results and performance 

of the system and finally, Section V contains the conclusions 

and future work. 

II. FRAMEWORK FOR SOCCER HIGHLIGHTS GENERATION 

Video-shots are defined as a series of continuous frames 

captured by a single camera that runs for a period of time. 

The whole video contents may be viewed as a sequence of 

non-overlapping shots. Soccer video highlights are made-up 

of a sequence of shots that collect the essential events of 

interest, usually in a linear timely basis where different shots 

are presented in the same order that have occurred. It is also 

assumed that the highlights are generated from the clean-feed 

that was produced during the live broadcasting of the game, 

containing the video and the stereo audio tracks without the 

commentaries channel. Clean feed sequences consist in live 

recordings that are contributed by the event producer to sub­

scribed broadcasters. It includes the original sound captured 

by the microphones in the stadium and do not contain adver­

tisement nor graphics. Broadcasters adapt this video sequence 

to their audience inserting commentators channels, graphics 

and advertisement. In clean-feed sequences the quality of the 

audio recording is not masked by the commentators channels 

and possibly the analysis of public noise and whistle is more 

reliable. Moreover, no auxiliary cameras, player-follow shots 

or alternative views are supposed to be available to generate 

the highlights. In this work, it is supposed that the minimum 

unit for building up the highlights will be the video-shot and 

that the whole clip will be a concatenation of selected video­

shots found in the original sequence. The general diagram 

of the automatic soccer highlights generator proposed in this 

paper is represented in Fig. l. 

The Analysis Bank processes the audio and video tracks of 
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every shot and determines a set of audio and video descriptors 

that will be annotated in XML format and transferred to 

the Highlights Generation module. This module processes the 

descriptors of each shot using a set of filters that try to detect 

different semantic situations, which may be considered as 

events of interest. The final score of a shot may take into 

account not only its own descriptors but also the ones of 

its neighbor's shots. The user may interact with the system 

specifying the total duration and the percentage of every 

semantic filter in the final summary. 

A key component in the architecture of the system is the 

video-shot segmentation module that analyzes the video track 

and provides the shots time codes to the analysis bank. The 

approach presented here consists in employing two types of 

shot boundary detectors, one for hard cuts and the other 

for cross dissolves. The first detector consists in a classic 

histogram frame-by-frame comparison using the Chi-Square 

distance. The cross-dissolve boundary detector has been pro­

posed by W.Abd-Almageed in [7] and is based on the rank 

analysis of a matrix composed by n-histogram frames through 

a Singular Value Decomposition (SVD) factorization. The 

hard-cut detector is used during the action of the game while 

the cross-dissolve is used before the beginning, in the half 

time and after the game. This strategy tries to exploit the 

style of production that is used nowadays in most soccer 

broadcasting. The type of boundary detector is automatically 

selected taking into account the results of the whistle detector 

that determines the beginning and end of each half. These shot 

boundary detection algorithms have been applied to different 

soccer video sequences. In particular, for a groundtruth of 3 

soccer matches a recall of 95.2% and a precision of 98.8% 

for the abrupt transition detector, and a recall of 91.5% and a 

precision of 84.4% for the cross-dissolve detector have been 

obtained. These results show that the selected algorithms are 

adequate to be used in the overall scheme. 



The analysis bank includes a variety of analysis tools that 

extract the audio and video descriptors. These tools have 

been optimized for real time execution in a medium-cost 

laptop computer. The video descriptors include three MPEG-7 

color descriptors, the MPEG-7 Motion Activity descriptor, a 

persons detector, a replay detector, a long-shot detector and 

zoom detectors. Some of these descriptors are widely used 

in literature and their implementation have been based on 

available open-source code solutions. In other cases, such as in 

the person detector, the proposed solution uses a combination 

of several methods (a collection of adaboost detectors: face, 

profile, head&shoulders plus skin based detectors) and the final 

algorithm is tuned for best performance in this specific type 

of scenario (tilted views, non-frontal faces, etc.). The audio 

descriptors and detectors will be discussed in detail in Section 

III. 

The Highlights Generation Module (see Fig. 1) is composed 

of multiple filtering processes that attempt to assign a semantic 

meaning to each shot. The shots are filtered using empirical 

knowledge rules and a final score is given to each shot.The 

shot selection stage produces the soccer highlights video 

sequences taking into account user's preferences such as the 

length of the summary and the percentage of appearance of 

selected semantic events. As an example, the user may specify 

a video highlights of 3 minutes where 50% of the time is 

dedicated to goals, 30% to important moments, 10% to goal­

celebrations and 10% to faults. The shot selection algorithm 

gathers the shots with the highest scores for each filter, sorts 

them and finally selects a number of shots till the desired 

duration is achieved. When there are too few shots for a 

specific semantic event the system uniformly distributes the 

missing duration within the remaining events. An example of 

the scoring procedure and the type of filters is provided in 

Section IV. 

III. AUDIO DESCRIPTORS AND DETECTORS 

The analysis bank includes some low-level and mid-level 

audio descriptors such as the MPEG-7 basic audio descriptors, 

a collection of audio power increase detectors (intra-shots 

and inter-shots) and an advanced whistle detector. All these 

descriptors are computed using a single audio track that is 

obtained as the mean value of the left and right channels using 

a sampling frequency of 48 kHz and 16 bits per sample. 

A. MPEG-7 low level audio descriptors 

The standard MPEG-7 defines a set of low-level audio de­

scriptors with the purpose of facilitating interoperation among 

content-based retrieval applications. These descriptors are pri­

marily designed for indexing audio media using probabilistic 

sound models. Audio descriptors may play a significant role 

in soccer highlights generation because many interest events 

are highly correlated with specific audio features such as an 

increase of volume or changes in frequency. An overview 

of MPEG-7 low-level audio descriptors may be found in 

[8]. The standardized descriptors include several measures of 

waveform, power, spectral characteristics, etc.; and different 
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open-source implementations may be found. In this work, the 

MPEG-7 Audio Encoder library [9] has been used. This library 

was originally developed at the Institute of Communications 

Engineering at Aachen University and extended at the Un i­

versita Politecnica delle Marche-Ancona. It includes a total 

of 22 low-level descriptors and 2 description schemes. The 

descriptors are computed on an audio frame time-basis using 

a hop rate of 10 ms. Therefore, for every video frame, a total of 

4 samples of the audio descriptors are available. The analysis 

bank may be configured for computing only a reduced subset 

of the audio descriptors. 

Generally, the descriptors that are computed are the Au­

dio WaveForm, AudioPower, AudioFundamentalFrequency, Au­

dioSpectrumEnvelope and AudioSpectrumCentroid. These de­

scriptors provide a frame based scalar information about time 

and frequency characteristics. It is possible to detect significant 

changes in volume or in noise spectral characteristics follow­

ing the evolution of these reduced set of descriptors. However, 

if desired, the user may specify any audio descriptor of the 

MPEG-7 standard implemented in the library. 

B. Inter & Intra shot-based audio detectors 

As mentioned before, the final soccer video highlights 

comprise a selection of video-shots that are considered as 

events of interest. However, the information collected by the 

MPEG-7 audio descriptors is sampled at a constant hop rate of 

10 ms which is not appropriate to evaluate the relevance of the 

audio track in a complete video-shot. Therefore, it is necessary 

to post-process and filter these low-level descriptors in order 

to obtain a higher-level representation. The approach followed 

in this paper is that of detecting some special circumstances in 

the evolution of the audio descriptors within a video-shot or 

between adjacent video-shots. As an example, three detectors 

that measure the evolution of the audio power are described: 

• The APower.H and A.Power. VH detectors represent peak 

levels of audio power within a shot, where H stands for 

high and VH for very high. Logical binary values are 

associated to those shots whose maximum audio power 

is over 95% and 97%, respectively, in reference to the 

maximum audio power value of the entire audio soccer 

track. 

• Alntralnc.50 and A.lntralnc.100 represent audio power 

increments within a shot. The low-level audio power 

descriptors are averaged for every second. The first de­

tector is used to represent logical true values when the 

audio power in these averaged intervals is increased in 

50% whereas the second detector represents increments 

of 100%. 

• Alnterlnc.50 and Alnterlnc.100 is the same as A.lntraInc 

but they refer to average audio power increments between 

contiguous shots. 

The same strategy used for detecting special situations in 

the AudioPower descriptor may be implemented for other 

descriptors such as the AudioFundamentalFrequency, the Au­

dioSpectrumCentroid, etc. These detectors may be able to find 

situations where the public is singing, cheering-up a team 



or booing a referee's decision. However, up to now, these 

frequency detectors have not yet been considered in the final 

video-shot scoring, and their results are not reported in this 

paper. 

C. Whistle detector 

This section presents the methodology used to detect the 

sound produced by a referee's whistle and to discriminate it 

from other sounds and noises. In many sports, such as soccer, 

the detection of the referee's whistle provides highly valuable 

information to detect events of interest. Whistle detection has 

been considered extensively in literature and different strate­

gies have been proposed [10], [11]. Most of these proposals 

are based on analyzing the spectral content of the signal and 

detecting maximum energy in the whistle's frequency band. 

The analysis is usually performed in the frequency domain 

either by calculating the DFT transform at the band of interest 

or through the use of a filter bank. Although these methods 

produce acceptable results in some scenarios, the number of 

false detections may be significant in recordings with too much 

cheering noise nearby whistle's frequency band. The method 

proposed in this paper tries to improve these results by further 

exploiting the spectral characteristics of professional whistles. 

The proposed strategy for whistle detection is sketched in 

Fig. 2 and is composed of 5 blocks. The function of every 

block is briefly outlined below. 

The first block segments the audio signal into frames. In 

order to have enough frequency resolution the frames have a 

length of 100 ms. 

The frequency analysis block computes a set of Discrete 

Fourier Transform (DFT) samples in the band of interest for 

every audio frame. That band is selected between 3.5 kHz 

and 4.5 kHz that broadly includes the frequencies produced 

by professional whistles. The reduced set of samples of the 

DFT is computed using the Goertzel algorithm [12]. 

The next stage estimates the energy contained in the interest 

band of an audio frame using: 

K2 
E(m) = L IXm(k)12 (1) 

k=K1 

where Kl and K2 represent the DFT samples at the limits of 

the interest region and m represents the frame time index. 

Some approaches threshold the above energy estimate and 

use it as a simple whistle detector. Although there exists high 

correlation between energy peaks in Eq. 1 and whistles, in 

some difficult scenarios thresholding may produce an unac­

ceptable number of false alarms due to the presence of noise 

in the band of interest. In fact, the overall energy in the interest 

band may increase due to several reasons such as supporter's 

cheering, singing, stadium public address, etc., which makes 

energy thresholding a low reliable method. Due to this prob­

lem, the last two stages in the whistle detector system try 

to reduce the number of false detections by analyzing the 

frequency contents of the candidate frames with more detail, 
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looking not only to the total energy but also to the specific 

contents inside the interest band. 

To discriminate frames containing a whistle from other 

high-energy frames, the spectral characteristics of the whistle 

have to be taken into account. Nowadays, the whistles used 

in most sports are known as pea-less whistles. The sound is 

produced when blowing into a cavity that contains 3 chambers 

that vibrate at slightly different frequencies. However, these 

frequencies are not stable and may vary slightly with the 

specific excitation, the direction of blowing and the whistle 

model. In order to measure the tonal structure of the spec­

trum in the interest band and to discriminate between tonal 

and wideband contents, an entropy-based stage is introduced. 

Wideband contents are usually produced by supporters singing 

or cheering, by ambient music, noise, etc. To discriminate 

the tonal vs. non-tonal nature of the audio frame, a kind of 

parallelism with the concept of entropy is applied. The method 

consists of considering a normalized version of spectrum 

samples in the interest band as being samples of a probability 

density function. When the entropy is computed on these 

samples, a number that indicates the spread of the samples in 

the frequency band will be obtained. High numbers indicate 

wide spread while small numbers indicate that the energy is 

concentrated on a few, high probable energy samples. This 

entropy-based concept is defined as: 

K2 
H(m) = L Pm(k) ·log2(Pm(k)) 

k=K1 

and (k) _ IXm(k)12 
Pm 

- L��Kl IXm(r)12 

(2) 

(3) 

Applying a threshold to this entropy value permits to discard 

all those audio frames where the energy is spread over the 

interest band. The tonal audio frames that do not exceed that 

threshold will be further processed by the final stage. 

The final stage consists of a functional analysis of the total 

number of peaks that exceed a threshold. Its purpose is to 

discard some sounds that are sometimes confused with the 

whistle. A typical example are whistles of the spectators who 

usually also have maximum energy in the same frequency band 

and also have a tonal characteristic. However, the difference is 

that human whistling only produces a single tone and not the 

3-tone spectrum of a professional pea-less referee's whistle. 

The implemented algorithm is based on selecting all peaks 

that exceed a threshold and eliminating those not separated 

by at least 150 Hz. Only audio frames with 2 or 3 peaks are 

finally validated. 

IV. PERFORMANCE EVALUATION 

This section is divided in two parts. The first part is centered 

on the performance analysis of the whistle detector while the 

second reports some significant results that have been obtained 

in the automatic soccer highlights generation using a fusion 

of audio and video descriptors. 
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Fig. 2. Block diagram of the whistle detector algorithm 

A. Whistle detector testing 

Whistle detector perfonnance has been evaluated using a 

database that contains a set of 5 complete recordings of 

soccer games. This database has been manually annotated 

registering those time-codes where the referee's whistle is 

present. Groundtruth annotation is performed using both video 

and audio tracks. Video track gives a helpful context required 

to discern referee's whistles among other sounds such as 

vuvuzelas, horns, supporter's whistles, etc. Aside from this 

database, a test signal has also been generated. This test signal 

is made up of a selection of some referee's whistles, already 

annotated in the database, in conjunction with other especially 

difficult sounds, usually inducing false positives, which have 

been encountered in these recordings. The total length of the 

test signal is around 60s and contains lO referee's whistles, 

which are represented in Fig. 3. 
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thresholding may produce an unacceptable number of false 

alarms due to the presence of noise in the band of interest. To 

evaluate the performance of this energy thresholding strategy 

we have chosen a threshold value to produce a Recall of 0.9 

for the whole database and tested if the Precision obtained 

was satisfactory. Regrettably, the Precision was slightly below 

0.6, which means that a significant number of positives are 

still false detections. Further analysis on misclassified samples 

show that the problem is produced by audio frames containing 

significant energy in the interest band due to the presence of 

other type of audio components (cheering, horns, music, etc.). 

The results obtained when applying the complete proposed 

algorithm to the same database are notably improved. The 

entropy and peak estimation blocks permit to increase the 

Recall up to 93% maintaining a Precision of 88%. 

B. Soccer highlights generation peiformance 

The framework presented in Fig. 1 has been used to gen­

erate automatic highlights of 2 soccer matches. Apart from 

the A.Power.H, A.Power.VH, A. Intralnc. 50, A.Intralnc.100, 

A.InterInc.50 and A.lnterInc.l 00 detectors, which have already 

been described in Sec. III.B, other detectors have been used. 

These detectors include a binary detector of the presence of 

a referee's whistle. This detector has been applied in the 

current, previous and nex temporal video-shot. The system 

also includes three video descriptors that detect the presence 

of close-up shots of persons, the detection of zoom-ins and the 

detection of replays. All these detectors are weighted using an 

empirical model and give a final score to each video shot in 

the original recording. Those shots with the highest score are 

inserted in the final highlights up to the duration specified by 

the user. 

40 

Fig. 3. Summary of results obtained by the different modules of the whistle 
detector for the test signal. a) Groundtruth b) Energy in the interest band c) 30 
Entropy estimation of the spectrum. 

The energy estimation in the interest band, obtained in 

the third stage of the algorithm, is represented in Fig 3.b. 

This energy curve is used in some approaches, such as [10], 

[11], to detect the presence of the whistle when the signal 

exceeds a threshold. Comparing Fig. 3.a (whistle ground truth) 

and Fig. 3.b a high correlation between whistle presence and 

energy peaks is observed. However, in some difficult scenarios, 
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Fig. 4. Shots classification in 2 different soccer matches. 



Fig. 4 shows performance of the filter's bank, where the 

soccer shots that constitute a summary are classified according 

to five groups: goals, offense/defense, offside-faults, persons 

and replays. The goals field contains the shots where a goal 

or a goal opportunity happens; opportunity of goal is any 

offensive play that ends close to the goal or due to a goalkeeper 

intervention. Offensive/defense represent the offensive and 

defensive actions that do not entail a goal or goal opportu­

nity. Offside/faults groups the faults and offside. Persons are 

aided to represent the shots that contain public or persons 

as soccer players, coaches and other team members. Replays 

are shots that contains replays of faults, offside, goals and 

other interesting events. The shot classification of the soccer 

match 1 and 2 from the Fig. 4 highlights the shots distribution 

in five groups, where persons is the most popular shot in 

contrast to goals and replays that depend on the soccer match 

activity as can be observed from soccer match 1 that contains 

more goals and goals opportunities than soccer match 2 These 

results confirm that the scoring is quite efficient and that 

many interesting shots in the match are satisfactorily collected 

in the summary. Moreover, different filters may be defined 

using different detectors and different weightings. Detectors 

and weightings may be adapted to detect special situations 

such as goals, corners, etc. 

From a subjective point of view the highlights are gener­

ally quite satisfactory and efficiently collect many interesting 

video-shots. For highlights durations of around 3-5 minutes the 

number of shots with low interest for the viewer are not signif­

icant. However, it may increase when the specified duration is 

about 30 minutes. The system is able to automatically include 

a significant number of goals in the highlights. In simulations 

with a total of 5 complete matches, 75% of the goals were 

included in the highlights, what is considered a good result by 

the journalists in charge of the sUlmnarization and annotation 

of the original soccer game. 

V. CONCLUSIONS 

This paper reports a framework for generating automatic 

video highlights of soccer video sequences. The method 

is based on segmenting the video sequence into shots and 

scoring them through a set of low and mid level audiovisual 

descriptors. The paper is focused on the importance of audio 

descriptors in the scoring of video-shots and weighting the 

interest of an action of the game. Basic MPEG-7 audio de­

scriptors provide useful information about audio power, audio 

fundamental frequencies, and waveform. Mid-level detectors 

try to find significant changes in these basic descriptors in 

order to find interest video-shots. Experience has shown that 

audio power level significantly increases when an interest 

action occurs. The highest peaks in audio power may be used 

to detect goals. The evolution of the audio between adjacent 

shots is also extremely important to give a measure of the 

importance of the events. 
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The paper defines a set of mid-level audio detectors that 

are used, together with other video clues, to infer semantic 

contents and score the significance of video-shots. A robust 

whistle detector is also proposed. The algorithm uses a cascade 

of methods to verify if candidate frames may contain a whistle. 

The final performance is considered excellent and is effectively 

used to discriminate between referee's whistles and other non­

professional whistles. 

It also discriminates noise, cheering-up music, etc. More­

over, the whistle detector has been used to detect the beginning 

and ending of each part of the game allowing the use of a 

different shot-boundary detector adapted to the production of 

the different phases of the game. The proposed framework has 

been tested in a specific scenario and satisfactory results have 

been achieved. 
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