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Abstract— This paper considers the use of punctured quasi- codes are used in [10]. Recently, irregular turbo codes have

arithmetic d(QA) ngfe_s ;Ol; tfhe_ SIepian-Wc;:f pfofb|em- Thrgge been applied to the Slepian-Wolf problem in [11].

entropy codes are defined by finite state machines for memorgss T
and first-order memory sources. Puncturing an entropy coded Entrapy codes haye also b_een us_ed recently for the Slepian
bit-stream leads to an ambiguity at the decoder side. The deder WoIf problem. The idea behind using source codes for that
makes use of a correlated version of the original message imaer  issue is to exploit their high compression capability tbget

to remove this ambiguity. A complete distributed source cothg with their capability to exploit the source memory. In [12]e

tne dacoder s presented, gether with orative Sructues pased o113 have designed Huffman codes for mulilevel sources
on QA codes. The propo:sed schemes are adapted to memoryles;rWO approaches based on overlapped arithmetic and quasi-

and first-order memory sources. Simulation results revealhat the ~ arithmetic (QA) codes have also been developed in parallel
proposed schemes are efficient in terms of decoding performae in [13] and in [14]. The overlapping mechanism introduced
for short sequences compared to well-known DSC solutions gy in the arithmetic encoding process induces some ambiguity
channel codes. in the encoded bit-stream. The decoder makes use of the
correlated source in order to remove this ambiguity. This
o _ technique reveals better performance than the technigsesib
Distributed source coding (DSC) addresses the problesn channel codes for short sequences. Using entropy codes fo
of compressing correlated sourcéS§ and Y by encoding DSC presents many interests:
them separately and jointly decoding them. DSC is mainly .
;o « In contrast with entropy codes, channel codes are more
applied in sensor networks, where several sensors measure . . . 4
) : . efficient for long sequences (typically more thaf
a given signal and provide these correlated measures to a
. : . symbols).
base station, which decodes them jointly. Recently, DSC has . .
. ; ) o o Entropy codes are better suited to take into account the
also been applied to video compression by exploiting the
. o . . source probabilities and the memory of the source.
temporal correlation between consecutive images in a video
sequence [1] [2] [3]. This correlation between consecutive Recent research have bee_n aimed at improving the per-
images is used at the decoder side. DSC theory is based onféigiance of channel codes in the DSC context for short
Slepian-Wolf theorem established in [4]. This theoremestatsequences, in [15] and [16] for instance.
that, even if the encoders &f andY do not communicate with  In this paper, we propose an alternative DSC scheme based
each other, lossless compression®fandY can be achieved on QA codes, adapted to memoryless sources and sources
if the rates Rx and Ry satisfy Rx + Ry < H(X,Y), with memory. It is shown in [17] that QA codes adapted
provided thatX andY are decoded jointly. Later, this resulto memoryless sources can be represented by finite state
was extended in [5] in order to compute rate-distortion litsun machines (FSM). Hence, an optimal BCJR algorithm [18]
In this paper, we focus on the so-callasymmetric Slepian- can be applied at the decoder side, using the state model
Wolf problem, in which the second sourdé is encoded proposed in [19]. In order to exploit the side information
at its entropy rateH (Y) and the first oneX at the rate available at the decoder (correlated version of the orlgina
H(X|Y). At the decoder sideX is estimated using its message), the branch metrics of the BCJR algorithm have to
compressed version and the side informatidn The first be modified. The FSM are then extended to account for the
practical application of the asymmetric Slepian-Wolf desb realization of the previous symbol, so that the proposed DSC
has been proposed in [6]. This solution is called Distridutescheme can be applied to sources with memory. Then, we have
Source Coding Using Syndromes and consists in transmittidgsigned iterative structures involving QA codes in order t
a syndrome instead of a complete codeword.. More recémiprove the decoding performance of punctured QA codes.
practical applications of the asymmetric Slepian Wolf peolb  These structures are detailed in this paper. The perforenainc
mostly use capacity-approaching channel codes in orderpionctured QA code for Slepian-Wolf coding has been assessed
compress the original message. Regular turbo codes are dgainst the one obtained with turbo codes, for both memory
instance used in [7][8][9], whereas low density parity dhecand memoryless sources.

I. INTRODUCTION
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Fig. 1. The proposed DSC scheme

Il. DESCRIPTION OF THE PROPOSEDSC SCHEME 3) I andZ? are rescaled (according to the rescaling rules

) o described below) if and as many times as necessary
The proposed DSC scheme is represented in Fig.l. Let4) Two states are obtainedi®,u®, %) and (1%, u?, f*).

S = 51,...,51(s) be asource sequence of lengts) taking These states are added to the automata if they were not
its value into the binary alphabet = {a,b}. The probability 5) Step 2,3,4 are repeated for each new state of the au-
of the more probable symbol (MPS}(a) will be denotedp tomata

in the following. Note that, for sake of clarity, only binary

sources are considered in this article, but the whole methR
can be applied to non-binary sources. The symbol sequ&nce . )
is encoded using a QA code, producing the bit-stréém= 1) v < N/2. Then,l — 2l andu — 2u. 0 is emitted,

dThe rescaling rules of the third step below are the following
sub-intervalll, u[ is rescaled if

Xi,..., Xp(x) of variable lengthZ(X). In order to reach a followed by f bits 1. f — 0.

targeted overall rate, some bits &f are punctured. The re- 2) [ > N/2. Then,l — 2(I — N/2) andu — 2(u — N/2).
sulting bit-stream is sent over an ideal channel. At the deco 1 is emitted, followed byy bits 0. f — 0.

side, a BCJR algorithm [18] is applied. This algorithm makes 3) N/4 <1 < N/2 <u <3N/4.Thenl — 2 x (I - N/4)
use of the received bits &, together with an additional side andu — 2 x (u—N/4). f— f+1.

informationY . This side information is obtained by passifig  Using this representation, the number of states may grow to
through a binary symmetrical channel of crossover proligbil infinity, due to the integeyf that can be unbounded. In order
7. In other wordsyi € {1,..., L(S)}, P(Y; = S;) = 1 — n. to keep the number of states finite, authors of [17] have a¢hose
In the following, the notatiorY,Ql' will denote the sequenceto keepf below a threshold,, ... When f equalsF,q., the

Y,.,..., Y, . This scheme is explained in more detail in theource probabilities are modified in order to force the emcod

rest of this section. to use the rescaling rule 1 or 2, so that bits are emittedfand
is reset to0.

A. Quasi-arithmetic codes Following the procedure described above, the encoder of a

, ) , , L . QA code can be represented by a FSM. Transitions on this
In classical arithmetic coding, the initial intervill, 1] is gy are labeled with symbols as input and bits as output.
recursively partitioned according to the source sequence arpa decoder ESM can be obtained from the encoder one.
the source probabilities. The width of the final interval is [17], only memoryless sources are considered. In the
equal to the probability of the source sequence that haslf,ying, we will also consider first-order memory sources

be transmitted. A bit sequence that distinguishes this finglis construction of the encoding automaton representing a
interval from all the others is then sent. The major drawli#ck A code for a first-order memory source is detailed hereafter

arithmetic coding is that the encoding and decoding pr&=s$, first order memory source is uniquely defined by the
cannot be modeled with automata or finite state maChi”eS'probabiIity of the MPSP(a) = p and a correlation coefficient
The_authors of [20] have shown that by worklng_on NG, (om € [~1,1]). Then, we have
teger intervals rather than on real ones, the loss in terms
of compression was very slight. This new kind of codes is Plala) =1+ (pm —1)(1—p) (1)
called quasi-arithmetic codes. QA codes are hence defined by P®[b) =1+ (pm —1)p.
an integerV that represent the width of the initial interval,q design of QA codes for first order memory sources is
The interest of these codes is that they can be represenigdyireq from the description above. The initial state af th
by automata. The states of this automata are tuflles f)  aytomata is set td0, N, 0) (as the step 1 for memoryless
as proposed in [19], wherleand h respectively represent thesources). Two new states are computed for symbadsd b
lower and upper bound of the current interva) and where by partitioning the interval0, N] according top and1 — p
f is an integer. The construction of the automata repres@”t%spectively (steps 2 and 3). However, in order to account
the encoder of a binary QA code is detailed in the followingq, the memory of the source, the previous symbol has to
1) The initial state of the automata (8, V,0): the initial be integrated in the states of the automata. Hence, thes state
interval being[0, N[ and f being initialized to0. (apart from the initial one) are composed by tuplgs:, f, s)
2) I. is partitioned intol¢ = [1%,u?[ and I? = [I°,u’[, wheres represents the previous symbol. For every state that
according to the source probabiliy= P(a) is created, steps 2,3 and 4 are repeated. However, in order



automaton, leth, denote the sequence of bits output by
and b; the length ofb,. In the proposed DSC scheme, the
BCJR decoder takes as input the received bit-str&arfthat
contains punctured bits) and the side informaftiénin order

to optimally exploit the side information on the symbols, a
symbol clock based state model is used. This model is adapted
from the model proposed in [19] for QA codes. It is defined
by the pair of random variablésg, = (N, M), whereNy, is
the state of the QA automaton at the symbol clock instant
(i.e., Ny, € 7), and M}, represents the possible bit clock values
at the symbol clock instant. The transition probabilities on
this model are given by:

V(ei,e;) €I x I,¥(m,m') € Nx N

b/l ]P’(Nk:ei,Mk:m/|Nk_1:ej,Mk_lzm):
— L. — . H I 7
Fig. 2. Encoding automaton for a QA code with memory. Thi©maton { P(Ne = ;[ Ne—1 = eﬂ) if m m= be 2
is designed fop = 0.8 and p,n, = 0.3 0 otherwise
where P(N;, = e;|Ny—1 = e;) are deduced from the

to partition the current interval, the probabiliti®$a | «) and
P(b|a) for each state such that= « and the probabilities
P(a|b) andP(b|b) for the states such that= b.

source statistics. This model allows us to integrate the sid
information brought byY in the decoding trellis. To take

. . into account this additional information, the branch neetri
The encoding automaton fgr = 0.8 and p,, = 0.3 is

. - . _ 4k (Ng, My, | Np—1, Mj_1) of a transition, triggered by symbol
depicted in Fig.2. This automaton has been built accordugﬁin the trellis is modified as follows :

to the technique described above. The initial state of this

automaton is stat@, corresponding to the tupl@, 8,0) (this V(N = e, M, =m/ | Nj_1 = e, Mj_; =m) =
state does not contain the memory of the previous symbol). P(N. — e Me — /| Nu_1 — -'M _

Note that the symbol in parenthesis in the labeling of a state (e me,“ b =m N1 = €5, Mi—y = m)
corresponds to the memory of the previous symbol. x P(Xp = be) x P(Sk = 5| k), 3)

B. Puncturing whereP(X™" = b,) is computed fronX (taking into account

The encoding ofS results in a bit-streanX of variable the punctured bits ixX) andP(Sx = s|Y}) is computed from
length L(X). Let us denote by, the compression rate of thethe correlation factorr betweenS and Y.
considered QA code. Then the average lengtid$ equalto ~ The BCJR algorithm, is applied on the state model
R, x L(S). Let a targeted compression rate be denotedpy (V. M) defined above. For all state= (n,m),n € Z,1 <
with R, < R,. In order to reactR;, [(R,—R;)x L(S)] bitsin ™ < L(X) of the trellis, the following probability functions
X have to be punctured. Different techniques exist in order &€ computed:
find the puncturing positions. In [21], the bits are insetiad
by line into a square matrix, and punctured column by column.
In our case, the best decoding results have been obtained Bk
by spreading the punctured bits along the bit-stream. T
punctured bits are separated (R, — R;) x L(S)/L(X) —1]
bit positions. Note that if R, — R;) x L(S) > L(X)/2 (i.e.,
if more than half of the bits inX have to be punctured), o .
the above technique is used to compute the non-punctuffidhe transition fromu to «" is equal tos. Then, the symbol

positions. The interest of this technique is that the decod@arg'l;‘tal_ pr(cj)b;t.)|l|t|es on the trellis defined by the statgs
only needs to know the interval between two punctured pid{® ObtaINed by:

to recover the punctured positions (it is assumed that tke fir Vk € [1,L(S)], Vs € A
punctured bit is in the first position). ’ ’ i

ar(v) = PV =uv;YY) (4)

(
() = P V=), ®)
Poer 1 < k < L(S). Let us define, for every symbal of
the alphabet, the seéb(s) of state pairs€ = (n,m),v’ =
(n’,m")) in the decoding trellis, such that the input symbol

C. Soft decoding with side informati P8 = 5| X0 )
. ecoding with side information , ,

In this section, the decoding algorithm of punctured quasi- = Z ok (©) B (V) Mar (V'] 0), ©
arithmetic codes with side information is detailed. As tfies
information is an information about the symbols, an aut@matwhere~;,1 (v’ | v) is calculated from Eqgn.3.

sequential with respect to symbols is used (as the one ofThe BCJR algorithm applied on this state model allows
Figure 2 for example). Lef = {eo,...,eq} be the set of the computation of posterior symbol marginals, and henee th
states of the QA automaton. For every transitioin the minimization of the symbol error rate.

(v,0")EQ(s)



IIl. | TERATIVE STRUCTURES FOR DISTRIBUTED
QUASI-ARITHMETIC CODING

In this section, two iterative structures involving QA cede
for distributed source coding are described. The first oree is
parallel concatenation of two QA codes, and the second ¢
is a serial concatenation of a QA code and a convolutior
code (CC). The encoders and decoders of these structt

are detailed hereafter. Some decoding performance of the g

structures are given in the next section. @

A. Paralld QA-QA structure 10T e j/ e R VTR |
The encoder and decoder of the parallel QA-QA structu R g I © : e Zz:;{:egff‘gg’*

are given in Fig. 3-a) and 3-b) respectively. This structigre , o , —6— TCL(S)=100

similar to a parallel turbo-code where the convolutionaleD 1wkl . 0./ . IgpLéSL)(Z)SzOl%% |

are replaced by QA codes. The input symbol streaand its SR ‘ ‘ ‘ ‘ —O— LDPC L(S)=5000

interleaved version are encoded with two QA codes leadil 01 012 014 016 018 02 022 024 026 028

to the bit-streams\; and X, respectively. These bit-streams HXTY)

are punctured to reach the desired transmission rate. The
puncturing is a regu|ar puncturing scheme as detailed aboWbig- 5- Performance comparisgn of DSC schemes at an ovetallof 0.4
X1 and X, are then transmitted over an ideal channel. The sidle® for @ memoryless source wigh= 0.9
informationY” is assumed to be available at the decoder. Note
that the interleaver in this structure is a random inteeav At the decoder side, the CC decoder is based on a BCJR
of length L(S). Note also that the QA codes are adapted ®lgorithm taking as input the bits ok, whereas the QA
the source probability of the input message. Hence, if thedecoder takes as input the side informafiorAs an additional
source is a first order memory source with a given correlati#aformation, both decoders exchange their extrinsic podba
factor p,,, the first QA code will be adapted to that sourcdies. The extrinsic probability at the output of the CC desrod
However, due to the interleaver in the second branch of tisean information on the bits ok'3. This information is used
encoder, the input of the second QA code is a memoryld¥sthe QA decoder described in the previous section. The term
binary source with probability. The second QA code will P(X["" = b,) in (3) is replaced by?(Extr(X;") = b;). The
hence be adapted to that stationary source. extrinsic probability out of the QA decoder is used by the CC
At the decoder side, both QA decoders make use of tHecoder as an information on its input bits.
corresponding bit-streamX(; or X5), the side information
(interleaved or not) and the extrinsic probability comimgnfi
the other QA decoder. At the output of a QA decoder, a symbolThe DSC schemes described above have been applied to
a posteriori probability (APP) is computed as explainechi t both memoryless sources and first-order memory sources,
previous section. In order to compute the symbol extrinsgssuming that the correlated side informatinis available
probability at the output a QA decoder, the a priori inforimat at the decoder.
on the symbols are removed from this symbol APP. Here, theln the first experiment, we have considered memoryless
stationary probability of the source)( the side information sources. Two different sources have been used, the first one
and the extrinsic probability coming from the other BCJRvith p = 0.9 and the second with = 0.8. The entropy
decoder are removed from the symbol APP. This extrinsif these two sources 8.4690 and 0.7219 respectively. The
probability is then provided to the other QA decoder. Thigroposed DSC schemes have been applied for sequences of
information is used in a similar way as the side informatiolength L(S) = 100 symbols. The SER at the output of the
Y in the decoding algorithm : it is multiplied in the branchlecoder is averaged ovéf® realizations. The average rate at

IV. SIMULATION RESULTS

metric of the transitions (cf. Eqn.(3)). the input of the ideal channel is set(al bits per input symbol
_ (bps). The respective symbol error rates at the output di eac
B. Serial QA-CC structure decoder for these two different sources are plotted foerkfft

The encoder and decoder of the serial QA-CC structuvalues of the conditional entropgy¥ (Y | X) in Fig. 5 and 6. In
are given in Fig. 4-a) and . 4-b) respectively. The encod#ris figures, we have also depicted the decoding performance
is a serial concatenation of a QA encoder and a convolutiomdlpunctured turbo codes for the same simulation parameters
code. The input symbol streaghis fed into the QA encoder The considered turbo code is a parallel concatenation of two
leading to a bit-streanX 3, which after being interleaved is(21,37) octal convolutional codes. The interleavers of the
encoded using a recursive systematic convolutional code. Tturbo codes are randomly chosen, and 15 iterations have been
resulting bit-stream is denoteXl,. The systematic bits ik, computed in order to evaluate the decoding performance of
are punctured together with some parity bits in order tolleathese codes. Note that, the source probabilitigs=( 0.9
the desired transmission rate. or p = 0.8) have been accordingly integrated to the turbo
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Fig. 4. Encoder a) and decoder b) of the serial QA-CC stractur

decoder, as this additional information is also availablemw
QA codes are used. The performance of LDPC codes of [Z
is also depicted on Fig. 5, and the one of overlapped qua
arithmetic codes of [13] are given in Fig. 6.

At the overall rate of0.4 bps, punctured QA codes offer

better performance than punctured turbo codes for the t 10
considered input sources and for the same sequence lenc 4
This can be explained by the fact that turbo codes are le .,
efficient for short sequences. The proposed iterative tstreis % 107
reduce the SER when the correlation betweerand Y is
relatively high. The same punctured turbo codes have al
been used for sequences bfS) = 5000 symbols. In that 107 ~ + — Punctured QAC

. . . : : — © — Parallel QA-QA
case, as it can be seen in Fig. 5, the performance of thi — A — Serial QA-CC
codes is significantly improved. Indeed, the performance : ' Tk tg?ggoo
turbo codes are improved when the constituent interleaiver —x— Overlapped QA code
the code is longer. The same conclusions can be drawn w 015 0.2 0.25 03 0.35 04
LDPC codes. HIXIY)

In Fig. 5, the Slepian-Wolf bound is equal (X |Y) =
0.4 bps. It means that fgr = 0.9, the distance to the limit (for Fig. 6. Performance comparison of DSC schemes at an ovetallof 0.4
a bit-error rate ofl0—?) is equal to 0.29 bps. If a distortion ofPPs for a memoryless source with= 0.8
1073 is tolerated, the binary Winer-Ziv limit [5] is obtained
by shifting to the right the Slepian-Wolf bound by about .01
bps (corresponding to the entropy of the tolerated distn)ti proposed DSC schemes are depicted in Fig. 7. These results
In that case, the distance to the limit is about 0.19 bps. Naiee compared with a turbo code for the same parameters.
that when the input source is not uniform, the Slepian-WoFhe convolutional codes of this turbo code are the same
bound is shifted to the right, as more information is avddab as in the first experiment (i.e., (21,37) octal convolutiona
This explains why the distance to the bound is a bit large.hemmde). The decoder of the turbo code consists in two BCJR
We have then considered first order memory sources. Talgorithms which exchange their extrinsic information.eTh
sources are defined fgr = 0.9 and a memory correlation first BCJR takes into account the memory of the source,
factorp,, = 0.9. The entropy of this source i51164. The QA whereas the second decoder can only take into account the
code adapted to that source leads to an average compressa@mce probability )f) because this decoder takes as input
factor 0f0.125. The proposed DSC schemes have been applied interleaved version of the original message (that costai
for sequences of.(S) = 100 symbols at an overall rate of memory). Hence, the memory of the source is broken due to
0.09 bps. The decoding performance in terms of SER of ttthe interleaver in the second branch of the turbo code. The
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