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ABSTRACT

The objective of this work is to provide a simple and yet
efficient tool to detect human faces in video sequences.
This information can be very useful for many applica-
tions such as video indexing and video browsing. In
particular the paper will focus on the significant im-
provements made to our face detection algorithm pre-
sented in [1]. Specifically, a novel approach to retrieve
skin-like homogeneous regions will be presented, which
will be later used to retrieve face images. Good results
have been obtained for a large variety of video sequen-
ces.

1. INTRODUCTION

An increasing amount of audio-visual material is beco-
ming available in digital form in more and more places
around the world. With the increasing availability of
potentially interesting material, the problem of iden-
tifying and indexing multimedia information is beco-
ming more difficult. The new standard MPEG-7 [2]
will provide a standardized description of multimedia
content that can be used in image and video databa-
ses. However, it is very important to note that the
tools needed to access the video information will not
be part of the standard. This means that there will be
a continuous need to provide new video analysis tools
once the MPEG-7 standard is accepted. These tools
will help the user to identify and locate video content,
as a first step towards their description

The objective of this work is to provide a simple and
yet efficient tool to detect human faces in the context of
video sequences. This information can be very useful
for many applications such as video indexing and vi-
deo browsing. Face recognition applications have been
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also proposed combined with face detection [3]. In par-
ticular we will focus on the improvements made to our
face detection algorithm presented in [1], specifically
we present a novel approach to retrieve skin-like ho-
mogeneous regions, which will be later used to retrieve
face areas.

This new approach speeds up significally the pro-
cess of face detection while keeping the performance of
the system, and making possible to use the algorithm
in every single frame of the sequence in a reasonable
amount of time. This opens the door to exploit the
temporal redundancy present in video sequences in or-
der to reduce the error rate.

We are well aware that much more information is
present in video sequences such as closed captions, au-
dio and motion, which should be also studied and ex-
ploited for video indexing applications. However, our
objective in this paper is to concentrate on the image
information and, at a later stage, to combine it with
other information sources.

The next section describes the proposed face detec-
tion system and section 3 will present some results and
conclusions.

2. FACE DETECTION SYSTEM

Our approach for face detection is designed to be robust
to variations that can occur in face illumination, sha-
pe, color, pose, and orientation. To achieve this goal,
our method integrates information regarding face co-
lor, shape, position and texture to identify the regions
which are most likely to contain a face.
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Fig. 1. Processing steps used to detect faces.
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Fig. 2. Projections of the histogram of a representative
set of skin pixels in the Y C,C, color space.

Figure 1 shows the block diagram of the proposed
algorithm. The basic blocks do not differ much from
our initial proposal presented in [1]. In that proposal, a
Gaussian mixture distribution was used to model skin
pixels and then a multiscale segmentation algorithm
(SMAP) was used to detect the skin pixels. Once the
pixels of interest were identified, unsupervised segmen-
tation was used to separate these pixels into smaller
regions which were homogeneous in color. This is im-
portant because the skin detection will produce non-
homogeneous regions often containing more than a sin-
gle object. The EM algorithm was used in [1] to cluster
the skin detected pixels in the color space using a Mul-
tivariate Gaussian Mixture Distribution. The unsuper-
vised segmentation usually further partitioned the skin
detected areas into smaller homogeneus regions making
necessary the use of a region merging stage to extract
the faces. The next subsections will describe in detail
the changes made in these basic blocks which improve
the overall performance of the whole system.

2.1. Skin detection

The first step, skin detection, is used to segment regions
of the image which potentially correspond to face re-
gions based on pixel color. Under normal illumination
conditions skin colors fall into a small region of the co-
lor space and it is possible to use this information to
classify each pixel of the image as skin-like or non skin-
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Fig. 3. Region bounding the skin-like colors on the
C,C,. color space.

like [4, 5, 6, 7]. The projections of the 3-D histogram of
a representative set of manually extracted skin pixels
are plotted in the Figure 2. Figures 2.a and 2.b show
that the luminance is uncorrelated respect to the CyC.
components and Fig. 2.c shows that C,C, are highly
correlated and define a small cluster on the C,C, pla-
ne.

Then, a pixel will be labeled as skin-like if its cro-
minance vector falls into the region plotted in the Fi-
gure 3 and its luminance value is within the interval
45 <Y < 235. These values were chosen empirically
to reduce the miss detection rate since it is impossible
to reduce the false alarm rate produced by skin-like co-
lored background objects. The negative effect of this
false alarm should be solved with additional proces-
sing [7]. The most important advantage of this simple
algorithm is that the skin detection can be implemen-
ted with a LUT what makes the algorithm extremely
fast.

Figure 6.a shows a challenging example, where the
background is formed by many skin-like colored ob-
jects. The result of the skin detection is presented in
Fig. 6.b, where the non skin-like pixels are drawn in
black. We can see that skin pixels are detected howe-
ver many skin-like objects are also selected. Further
processing is necessary to alleviate this problem.

2.2. Unsupervised segmentation

Once the pixels of interest are identified, unsupervi-
sed segmentation is used to separate these pixels into
smaller regions which are homogeneous in color. We
present a novel approach for the unsupervised segmen-
tation stage using the watershed algorithm [8] to clus-
ter the skin detected pixels in the color space. To that
end, once the skin-like pixels are detected, a 2D histo-
gram in the Cy-C, color space is constructed. Then,
this histogram is treated as a gray-scale image and the
watershed segmentation algorithm is applied on the his-
togram. The markers used for the watershed algorithm
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Fig. 4. Watershed algorithm can be used to find the
support regions of two mixed classes.

Fig. 5. Histogram of the skin detected pixels on fig. 6.a
and the clusters found using the watershed algorithm.

are set to be all the local maxima in the histogram. The
histogram is previously smoothed with a 3 x 3 linear
filter to avoid over-segmentation.

Figure 4 illustrates the process for the one dimen-
sional case. In this example two different Gaussian
classes have been mixed. Once the local maxima are
located, the watershed algorithm is started using these
local maxima as markers and then two different sub-
classes are found. We can see that in this example the
number of local maxima corresponds exactly with the
number of subclasses. It can also be noticed that the
threshold used in this simple example to classify the
pixels into each subclass corresponds to the threshold
of a MAP algorithm. Figure 5, shows the histogram
for the skin-like detected pixels of 6.b and the subclas-
ses found by the watershed algorithm. Figure 6.c shows
the results of the unsupervised segmentation using the-
se subclasses. It can be seen how the algorithm is able
to successfully separate the face region from the back-
ground.
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Fig. 7. Binary tree structure resulting from the homo-
geneous skin-like region merging.

2.3. Region merging and face extraction

The unsupervised segmentation described in the pre-
vious section can split the face regions into smaller ho-
mogeneous regions. Therefore, we must incorporate a
way to merge regions into the system. To that end,
we have modeled the behavior of a manually segmen-
ted set of face regions. The model takes into account
parameters regarding shape, size, position and texture
of the face regions and it is described in detail in [1].

Once we get the regions of the unsupervised seg-
mentation, we search each pair-wise merging of regions
to find the merged region which best fits the face mo-
del. Then, if the new region fits the model better than
the original regions, they are merged. The process is re-
peated until we can not find any merging which fits the
model better than the original regions. At this point,
the merging of any two regions will only reduce the
quality of the match to the face model. Figure 7 illus-
trates how this recursive merging process progresses.
Each node represents a region of the image with the
internal nodes representing regions which result from
merging. The merging process terminates in a set of
nodes, in this example nodes 9, 14, 15 and 16. Any
of these nodes which contains less than 600 pixels are
discarded, and the region that best fits the face hypot-
hesis is used to compute the face label, which we will
use to index the video sequence as described in [1].

3. RESULTS AND CONCLUSIONS

The proposed algorithm has been checked using se-
quences belonging to the ViBE video database [1] and
to the MPEG-7 data set. Some results are shown in
Figure 8. It can be seen how the algorithm is able to
detect a variety of different faces in spite of the dif-
ficulty associated to different illumination conditions
and different face poses. Examples of a false alarm
and a miss detection are also shown in 8.g and in 8.h
respectively.



Fig. 8. Examples of detected faces.
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Fig. 6. (a) Original image. (b) Skin-like detected pixels. (c) Homogeneous skin-like regions. (d)Detected face.
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