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ABSTRACT

This paper presents an unsupervised color segmentation tech-
nique to divide skin detected pixels into a set of homoge-
neous regions which can be used in face detection appli-
cations or any other application which may require color
segmentation. The algorithm is carried out in a two stage
processing, where the chrominance and luminance infor-
mations are used consecutively. For each stage a novel al-
gorithm which combines pixel and region based color seg-
mentation techniques is used. The algorithm has proven to
be effective under a large number of test images.

1. INTRODUCTION

Skin-color based face detection approaches have several ad-
vantages compared to other methods since under constant
lighting conditions color is almost invariant against changes
in size, orientation and partial occlusion of the face. More-
over the processing of color information has proven to be
much faster than processing of other facial features which
is an important point when dealing with video sequences [2,
1]. Many of the skin color based face detection schemes as-
sume that the face can be modeled as a connected set of
skin-like pixels adding a few shape and texture constraints.
However, many objects commonly found in the background
may also contain skin-like tones that could mistakenly be
considered to be part of the facial region, as it is shown in
Figure 1. In order to cope with such situations we proposed
a general face detection scheme in [2] which is depicted in
Figure 2. First, skin-like pixels are detected in order to dis-
card many regions based on the color information. Once the
pixels of interest are located, unsupervised segmentation is
used to separate these pixels into smaller regions which are
homogeneous in color. This is a very important step because
the skin detection will produce non-homogeneous regions
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Fig. 1. (a) Original image. (b) Gray areas represent pixels
detected as skin
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Fig. 2. (a) Original image. (b) Pixels detected as skin

often containing more than one object. Finally, a region
merging step is introduced since the unsupervised segmen-
tation can split the face regions into smaller homogeneous
regions which has been greatly improved with respect to the
work presented in [2].

This paper focuses only on the second step, the unsu-
pervised color segmentation. This is a crucial step because
if the number of regions that it provides is too small then
background objects can be merged to the face area, and if
it is too high it will be almost impossible to reconstruct the
face from its subregions. The rest of the paper is organized
as follows: First an overview of the proposed algorithm is
introduced in section 2. The details of the different steps
are described in sections 3 and 4. Finally some results and
conclusions are shown in section 5.

2. ALGORITHM OVERVIEW

The proposed unsupervised segmentation is performed ef-
ficiently in a a two stage processing, where the chromi-
nance and luminance information are used consecutively.
For each stage a novel algorithm which combines pixel and
region based color segmentation techniques is used. Fig-
ure 3 shows an outline of the proposed algorithm. The in-
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Fig. 3. Algorithm outline

put of the system is an image where all the skin-like pix-
els have been previously labeled. Several algorithms and
color spaces have been proposed for skin detection [2, 3, 4].
In this paper a simple colormap based skin detection using
the YCbCr color space which provides good results will be
used [2]. First, chrominance information is used alone to
split the skin-like regions as detailed in section 3. Secondly,
this partition is resegmented using the luminance informa-
tion as detailed in section 4, this step is especially useful to
segment regions with similar colors and different illumina-
tion conditions such as face and the neck areas.

3. UNSUPERVISED SEGMENTATION USING
CHROMINANCE INFORMATION

The algorithm proposed for this unsupervised segmentation
is a combination of pixel and region based techniques. First,
the color space is clustered using the chrominance histogram
of the skin detected pixels as described in section 3.1. This
yields a first pixel-based segmentation which is then im-
proved using the watershed algorithm [5] as it will be shown
in section 3.2.

3.1. Histogram clustering

As mentioned above our algorithm first starts by clustering
the color space using the histogram of the skin detected pix-
els. Several clustering techniques could be used to that end
(see [6]). In our system a watershed based technique will be
used to cluster the color space. To that end the histogram of
the skin detected pixel is treated as a gray scale image which
will be segmented. Two of the advantages of this watershed
approach is that the algorithm automatically provides the
number of clusters in the color space and it is very efficient
computationally since the skin pixels are located in a small
portion in the color space and therefore the flooding pro-
cess can be performed very fast. The watershed algorithm
was also used in [7] to cluster the color space. However, in
that system the markers used for the watershed were set to
be all the local maxima of the color histogram. Taking into
account that the number of markers equals to the number
of different classes, this usually yields an excessive number
of classes. This paper introduces a more restrictive criteria
to locate significant local maxima which will be later used
as markers for the watershed algorithm as will be shown in
section 3.1.2.
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Fig. 4. (a) Chrominance histogram of the skin detected pix-
els of figure 6.a. (b) Preprocessed histogram

3.1.1. Histogram preprocessing

Prior to any clustering process over the chrominance his-
togram, it is necessary to smooth it to remove the histogram
estimation error. To that end a morphological dilation using
a ����� structuring element is performed. The size of this
structuring element was chosen after determining the stan-
dard deviation of the Cb and Cr color components of 100
manually segmented faces. The values obtained were 4.3
and 3.9 respectively. Figure 4 shows the chrominance his-
togram of the pixels labeled as skin in Figure 6.a before and
after the preprocessing. It can be noticed how the prepro-
cessing has simplified the histogram while preserving the
significant peaks.

3.1.2. Markers extraction

In order to select the significant histogram peaks, the nor-
malized contrast is obtained for each local maxima. The
normalized contrast is defined as follows:

normalized contrast �
�	��
���������
��������� � (1)

where Contrast is defined as the minimum height difference
necessary to reach a higher maximum and Height is the
maximum amplitude. Figure 5 presents an example where
the Contrast and Height of each maximum is shown. Then
all the local maxima where the normalized contrast is higher
than a suitable threshold (typically ��� � ) are set to be mark-
ers for the watershed algorithm. It is important to emphasize
that normalizing the contrast is very important to make the
criteria independent of the number of pixels.
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Fig. 5. Height and contrast for a histogram peak
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Fig. 6. (a) Original image. (b) Pixels detected as skin. (c)
Segmentation after histogram clustering. (d) Label erosion
of size 2 of c. (e) Label dilation of size 2 of d. (f) Watershed
segmentation using the markers of e.

3.1.3. Clustering and first segmentation

Once the histogram markers are extracted, they are used to
cluster the histogram using the watershed algorithm. Fi-
nally, these clusters are used to segment the image. Fig-
ure 6.b shows the pixels detected as skin from Fig. 6.a. The
result of the segmentation using the chrominance informa-
tion is shown in Fig. 6.c. It can be seen that the algorithm
is able to split the hair and face areas, however it can not
separate the face and neck areas since the chrominance in
both areas is very similar since they are the same skin.

3.2. Watershed refinement

Unfortunately the previous segmentation has an associated
classification error which is especially noticeable in the re-
gion boundaries as shown in Fig. 6.c. To reduce this ef-
fect a morphological filtering is applied over the resulting
segmented image. The next subsections will describe this
process in detail.

3.2.1. Morphological filtering

The following morphological operators are defined in order
to remove spurious regions:

Label erosion, if a pixel has a label ! and any of its neigh-
bors has a label "$#�%! , then the pixel is set to unas-
signed.

Label dilation, if all the assigned pixels in the neighbor-
hood of an unassigned pixel have the same label !
then the label ! is assigned to the unassigned pixel.

Label erosion/dilation of size



, is done by repeating a la-
bel erosion/dilation



times.

Fig. 6.d shows the result of a label erosion of size two of
Fig. 6.c. It can be noticed that spurious small regions or
thin areas are set to unassigned. Fig. 6.e shows the result of
a label dilation of size two of Fig. 6.d.

3.2.2. Watershed segmentation

Once the morphological filtering is finished a color water-
shed algorithm is used to fill the unassigned areas (black
areas in Fig. 6.e). The necessary markers are set to be the re-
maining regions obtained after the morphological filtering.
This process will propagate the labels until no unassigned
pixel remains as shown in Fig. 6.f. The idea of this step is
to give spatial coherence to the first pixel based classifica-
tion.

4. UNSUPERVISED SEGMENTATION USING
LUMINANCE INFORMATION

Once the unsupervised segmentation using the chrominance
information is done, the resulting partition is resegmented
using the luminance information. This is useful in situa-
tions where the chrominance information is not enough, for
instance to split the neck and face areas. The segmenta-
tion procedure is very similar to the one described in the
previous section. First the luminance histogram is obtained
for each class using the previous chrominance segmenta-
tion. Each histogram is smoothed using a morphological
dilation again. In this case the structuring element size is
set to be 12 since luminance standard deviation for the face
regions was found to be around 15. Figure 7, shows two
of the luminance histograms and their smoothed versions.
Then, the luminance histograms are clustered using the wa-
tershed algorithm. The procedure used to find the markers is
the same that the one described in section 3.1. Once the new
classes are obtained the segmented image using the chromi-
nance information is resegmented using these new classes
as shown in 8.g. Finally, a watershed refinement is done us-
ing the same procedure described in section 3.2. Figures 8.h
and 8.i show the result of the morphological filtering and
Figure 8.j shows the final segmentation.



Fig. 7. Luminance histograms of two classes of Fig. 6.g and
their smoothed versions

(g) (h)

(i) (j)

Fig. 8. (g) Segmentation after clustering the luminance his-
tograms. (h) Label erosion of size 2 of g. (i) Label dilation
of size 2 of j. (k) Final segmentation

5. RESULTS AND CONCLUSIONS

The algorithm proposed in this paper has been tested over
a large number of images extracted from the VIBE video
database [8]. Figure 9 shows the segmentation results for
a small sample set. It can be noticed that the algorithm is
able to separate the face areas from the skin colored back-
grounds although in some examples the face regions are fur-
ther split into two or more regions. This is not a big problem
for our face detection application since usually the number
of subregions is small or the regions are small compared to
the face size. Furthermore, our face detection scheme [2]
is designed to cope with this situation and it incorporates a
region merging prior the detection. Although the algorithm
proposed in this paper has been designed for this specific
application, its philosophy is quite general and can be ex-
tended easily to other applications.
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